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All information provided in this deck is subject to change without notice.
Contact your Intel representative to obtain the latest Intel product specifications and roadmaps.



What is oneAPI?

In a nutshell...

oneAPl is a cross-industry, open, standards-based
unified programming model that delivers a
common developer experience across processor
and accelerator architectures.

intel. -



Programming Challenges

for Multiple Architectures

Application Workloads Need Diverse Hardware
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Scalar Vector Spatial Matrix

Growth in specialized workloads

Middleware & Frameworks

Variety of data-centric hardware required

Separate programming models and toolchains for each

architecture are required today CPU ElL FPGA Other accel

programming programming programming programming
model model model models

Software development complexity limits freedom of
architectural choice

Other accel.

intel.



oneAPI Industry Initiative sy

Best HPC Programming
Tool or Technology

One Programming Model for Multiple
Architectures and Vendors

Freedom to Make Your Best Choice

» Choose the best accelerated technology the software doesn't
decide for you

Realize all the Hardware Value
= Performance across CPU, GPUs, FPGAs, and other accelerators

Develop & Deploy Software with Peace of Mind
» Open industry standards provide a safe, clear path to the future

= Compatible with existing languages and programming models
including C++, Python, SYCL, OpenMP, Fortran, and MPI

Application Workloads Need Diverse Hardware

A m e &R

Scalar Vector Spatial Matrix

Middleware & Frameworks

Industry Open
Initiative Specification

oneAPI

Other accel.

intel.
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oneAP| Industry
Initiative

Application Workloads Need Diverse Hardware

Break the Chains of Proprietary Middleware & Frameworks
Lock-In FTensorFlow PyTorch o Kinmpy  X.. OpenVIN®
A cross-architecture e oneAPI Industry Specification
language based on C++ Direct Programming API-Based Programming
Open to promote community and and SYCL standards Libraries
indUStry collaboration Powerful libraries designed o _J| Threading E'Eirv

. ) SYCL/Data Parallel C++ P
for acceleration of domain- ”aMyL'CS/ DNN | MLComm

specific functions

Video Processing

Enables code reuse across Low-level hardware Low-Level Hardware Interface
architectures and vendors abstraction layer

Other accel.

The productive, smart path to freedom for accelerated
computing from the economic and technical burdens
oneAPI of proprietary programming models

fasals.

.« . . . L]
Visit oneapi.com for more details Intelo
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SYCL, OpenCL and SPIR-V, as open industry
standards, enable flexible integration and
deployment of multiple acceleration technologies

SYCL.

Source Code

DPC++
Uses LLVYM/Clang
Part of oneAPI

CUDA+PTX
NVIDIA GPUs

v
o poy
SPIR. SPIR-V SPiR. | SPIR(-V)
Intel CPUs Intel CPUs
Intel GPUs Intel GPUs
Intel FPGAs Intel FPGAs
AMD GPUs
(depends on driver stack)
Arm Mali
IMG PowerVR

Renesas R-Car

Image source: https://www.khronos.org/sycl/

triSYCL

Open source
test bed

OpenMP

uawsadx3

Any CPU

Of)enal; OpenCL +
@R- SPIR/LLVM

XILINX FPGAs
POCL

(open-source OpenCL
supporting CPUs and NVIDIA
GPUs and more)

il

SYCL enables Khronos to
influence ISO C++ to (eventually)
support heterogeneous compute

& XILINX.

0%
, %

i UNIVERSITAT o
@EYCL HEIDELBERG JoHoRY

hipSYCL
CUDA and
HIP/ROCm

neoSYCL

SX-AURORA
TSUBASA

Intel CPUs
NEC VEs

Multiple Backends in Development
SYCL beginning to be supported on multiple
low-level APIs in addition to OpenCL
e.g., ROCm and CUDA
For more information: http://sycl.tech

intel. =
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[ Training ]

x9.2

Existing generic
numeric library 9.3

oneDNN optimized
for SVE-enhanced Armv8-A
(This work)

85.6

0 50 100

# of processing images / second

[ Inference ]

——

x7.8 ‘

Existing generic
numeric library

oneDNN optimized
for SVE-enhanced Armv8-A
(This work)

0 150 300

# of processing images / second

Measurement conditions
Framework:TensorFlow
Benchmark:Resnet-50

+ CPU: AG4FX

Link: https://www.fujitsu.com/global/about/resources/publications/technicalreview/2020-03/article09.html |n|;e| 10



Accrad

oneAPI Ecosystem Support

i s wﬂﬁ' Al SINGAPORE

SPATL AtoS

PERIMENT
. AUTODESK’
allegroai  /Ansys Argonne & @[Ehﬂﬂﬁﬂ 0O ARNOLD e
. NATIONAL LABORATORY BENTLEY Bi T .are BrlghTSkleS
CDAlbabaCloud Asilo Berkeley SR A
R N AT A AR RN )

C codeplay’ DZAL
CANGNICAL & '1- S?Snl b iH~c:| {cao TERIAATRLAT A .?52%?,;% Lt
N CINECA CINEEHE —
Wouan " cpigoon O @B vowems EF oocogecos MU EEE M
\‘.J GeoEast

COMPUTING & DATA FACILITY

MPCDF

: ‘ Ari MAX PLANCK .

sy Sinescia [ Tiguee KFBIO oo R [T =
@ s s lisBoa o

ACHEV
Computagdo \'?:‘N“s’ ¥
- I.HIKH Cientifica 'u 8 |
T inoi N s ./
MEGWARE . Iﬁ Unfveraity ot T MAXON [
u M EGH engineering TN W QZ At
c ; ’,' - Guerilla | UT-BATTELLE qremamzte I\
, Laboratory I‘ENI A C Labs
TECHNISCHE
= copp L Sise QMGENTUIS  Tabola , P TensorFlow  yumeows g
-/ Tech -7 parmsTADT Tencent il IMAGING
Sberbank Mahindra EUNIVERSITY OF b QERS, 3
$CAMBRIDGE - &ﬂ« o
Indian Institute o e, UC DAVIS O /E' /7\ i"%@;ﬁ Bgl\l\{liﬁigﬁD
of Technology Fup f%é UNIVERSITY OF CALIFORNIA @ A S LACIN T
) Delhi -f,”y"*' S UNIVERSITY | 4 O&a’éﬁé&
5 GER e e OF OREGON
i Stockholm E*EE# 8 COMPLUTENSE
BenGurion L'niwru’ty UHlVEI'Slty e MADRID THE UNIVERSITY OF University u
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These organizations support the oneAPI initiative ‘concept’ for a single, unified programming model for cross-architecture development.

It does not indicate any agreement to purchase or use of Intel's products. *Other names and brands may be claimed as the property of others.



INntel” one AP
Tools

Built on Intel’s Rich Foundation of
CPU Tools Expanded to Accelerators

A complete set of advanced compilers, libraries, and
porting, analysis and debugger tools

= Accelerates compute by exploiting cutting-edge
hardware features

» Interoperable with existing programming models
and code bases (C++, Fortran, Python, OpenMP,
etc.), developers can be confident that existing
applications work seamlessly with oneAPI

» Eases transitions to new systems and
accelerators—using a single code base frees
developers to invest more time on innovation

Latest version is 2021.1

Visit software.intel.com/oneapi for more details

Some capabilities may differ per architecture and custom-tuning will still be required. Other accelerators to be supported in the future.

Application Workloads Need Diverse Hardware

Middleware & Frameworks

F TensorFlow ) PyTorch X... ©penVIN® ..

Intel®° oneAPI Tools
oneAPI

Analysis & Debug

Compatibility Tool Languages Libraries Tools

Low-Level Hardware Interface

Available Now

intel.
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file:///E:/IHI Creative Dropbox/Jay Jaime/Intel/OneAPI/Gold Deck/Assets/Copy Assets/software.intel.com/oneapi
software.intel.com/oneapi

Intel®” one API Toolkits

A complete set of proven developer tools expanded from CPU to Accelerators oneAPI

Intel®” one API Base Toolkit 1 o

oneAPI
A core set of high-performance libraries and tools for building C++, SYCL and Python applications

TOOLKIT

intel

Intel® oneAPI Tools for HPC k 1 Intel® oneAPI Tools for loT

Add-on Domaln- Deliver fast Fortran, OpenMP & MPI oneArr oot Build efficient, reliable solutions that
'f' _I_ Ik applications that scale run at network’s edge
specific | oolkits
p intel Intel® oneAPI Al Toolkit inel Intel® oneAPI Rendering
1 g:t;gtLTTlcs Accelerate machine learning & data science 1 RENDERING Toolkit
oneAPL pipelines end-to-end with optimized DL oneAPT Create performant, high-fidelity

frameworks & high-performing Python visualization applications

libraries
Toolkit @penVIN ® Intel® Distribution of OpenVINO ™ Toolkit

Deploy high performance inference & applications

powered by OneAPI from edge to cloud

Latest version available 2022.1

intel.



Intel” one API Toolkits | intel
Free Availability 2 Downlons: Dev(ioud

1 Minute to Code

No Download, Install or

Get Sta rted QU'Ckly Configuration

Code Samples, Quick-start Guides, Webinars, Training % :
' ' ' Containers :
Samples & Tutorials

software.intel.com/oneapi

Supports Jupyter Notebooks,
Visual Studio Code

intel. =


software.intel.com/oneapi

oneAP| Resources

software.intel.com/oneapi

Get Started Industry Initiative
o
= software.intel.com/oneapi oneAPT = oneAPlio %
= Documentation + dev guides = oneAPIl open Industry Specification oo
" Code Samples = - = QOpen-source Implementations oneAPI

= |Intel® DevCloud

I_ea rm oneAPI

Developer ECOSVStem
Summit 2020

= Training: Webinars & courses
= |ntel® DevMesh Innovator Projects

= Summits & Workshops: Live & on-demand virtual
workshops, community-led sessions

= Training by certified oneAPI experts worldwide
for HPC & Al

= Community Forums
= |ntel® DevMesh Innovator

Projects
= Academic Programs: oneAPI| Centers of Excellence:
research, enabling code, curriculum, teaching

intel. =


software.intel.com/oneapi
https://software.intel.com/en-us/oneapi/training
https://software.intel.com/en-us/oneapi/documentation
https://github.com/oneapi-src/oneAPI-samples
oneapi.com
https://spec.oneapi.com/versions/latest/index.html
https://www.oneapi.com/open-source/
https://community.intel.com/t5/Intel-oneAPI-Toolkits/ct-p/oneapi
https://devmesh.intel.com/projects?sort=best&query=oneAPI
https://community.intel.com/t5/Intel-oneAPI-Toolkits/ct-p/oneapi
https://software.intel.com/en-us/oneapi/training
https://techdecoded.intel.io/webinar-registration/upcoming-webinars/
https://devmesh.intel.com/projects?sort=best&query=oneAPI

Learn DPC++ for Free

55735
Direct Download: https://www.apress.com/gp/book/97814842

Data ParaIIeC ++

Mastering DPC++ for Programming of

Heterogeneous S ystems using
(++ and Sy(|

James Reinders
Ben Ashbaugh
James Brodman

Michae/ Kinsner

John Pennycook
Xinmin Tian

intel.
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Intel® oneAPI Toolkits — Proven Performance

Top Takeaways & Proof Points

= HPC Cross-architecture — Argonne National Labs is running Exascale-class
applications efficiently on current and future generations of Intel CPUs and GPUs

= HPC Cross-architecture — Zuse Institute Berlin (ZIB) ported the tsunami simulation
easyWave application from CUDA to SYCL delivering performance across multiple
architectures from multiple vendors

= HPC & Al - CERN uses Intel® DL Boost and oneAPI to speed simulations with
inference acceleration by nearly 2x without accuracy loss*

= Hyper-real Visualization & Al Using Advanced Ray Tracing — Bentley Motors
Limited'’s Al-based car configurator processes 1.7M+ images with up to 10B possible
configurations per model*

= loT - Samsung Medison accelerates ultrasound image processing at the edge
on multiple Intel® architectures for improved accuracy and fast diagnosis

= Major CSPs & Framework endorse oneAPI — Microsoft Azure, Google Cloud,
TensorFlow

= FPGA - Using oneAPI, Bittware had its application running in days vs. what
typically would take several weeks using Verilog or VHDL*

* And more... 250+ applications developed with oneAPI tools > view catalog

*Detailed slides per customer are noted in the oneAPI Customer Use Cases deck. Intel does not control or audit third-party data.
You should consult other sources to evaluate accuracy. See Notices & Disclaimers for more details.

Driving a New Era of

Accelerated Computing

1

oneAPI

Video [3:45]

;

:

intel.
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https://www.alcf.anl.gov/news/intel-s-oneapi-provides-tools-prepare-code-aurora
https://sc20.gallery.video/detail/videos/sc20/video/6208394344001/developing-a-cross-architecture-dpc-application-using-migrated-cuda-stencil-code?autoStart=true&page=0
https://www.nextplatform.com/2021/02/01/cern-uses-dlboost-oneapi-to-juice-inference-without-accuracy-loss/
https://www.youtube.com/watch?v=7VBcMGDzSkA&t=1s
https://www.youtube.com/watch?v=XBJVr5MzfBM
https://software.intel.com/content/www/us/en/develop/tools/oneapi/reviews.html
https://www.youtube.com/watch?v=8dNrStoJMwE
https://software.intel.com/content/www/us/en/develop/tools/oneapi/application-catalog.html
https://techdecoded.intel.io/quickhits/innovation-leaders-using-intel-oneapi-cross-architecture-tools/?cid=diad&source=techdecoded_newsl_obm&campid=ww_q2_oneapi&content=vid-qh-td_cross-seg

Summary

» Diverse workloads are driving the need for
heterogeneous compute architectures, but each
architecture has required separate programming models.

= oneAPI cross-architecture programming model provides
freedom of choice. Apply your skills to the next
innovation, not to rewriting software for the next
hardware platform.

» |ntel® oneAPI products take full advantage of accelerated
compute by maximizing performance across Intel CPUs,
GPUs, and FPGAs.

= Develop confidently with a proven set of cross-
architecture libraries and advanced tools that
interoperate with existing performance programming
models.

intel. =



Call to Action

= Reach out to us for
collaboration and to learn
more.

» Together, let's make sure the
future of software is open,
standardized, portable and
scalable.

intel.
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Details about Intel” oneAPI Toolkits
Intel° one APl Base Toolkit

intel. =



Intel” one AP
Base T oolkit

Accelerate Data-centric Workloads

Intel® one API Base Toolkit

Direct Programming API-Based Programming Analysis & debug Tools

Intel® oneAPI DPC++/C++ Intel® oneAPI DPC++ Library

® ™ ]
Compiler oneDPL Intel® VTune™ Profiler

A core set of core tools and libraries for 1o oo AP! Math Kermal

. . . . o ntel® one ath Kernel .
developing high-performance applications on Intel® DPC++ Compatibility Tool Library - oneMKL Intel® Advisor
Intel® CPUs, GPUs, and FPGAs.

Intel® one API Data Analytics

© it 4 © it o
Who US@S |t’) Intel® Distribution for Python Library - oneDAL Intel® Distribution for GDB
»= A broad range of developers across industries :
Intel® FPGA Add-on Intel® oneAPI Threading
= Add-on toolkit users since this is the base for all for oneAPI Base Toolkit Building Blocks -one TBB
toolkits
. Intel® oneAPI Video Processing

Top FeatureS/BeﬂefltS Library - oneVPL
= Data Parallel C++ compiler, library and analysis tools Intel® oneAPI Collective

o _ o Communications Library
= DPC++ Compatibility tool helps migrate existing oneCCL

code written in CUDA

. . . o Intel® oneAPI Deep Neural
= Python distribution includes accelerated scikit-learn, Network Library - oneDNN

NumPy, SciPy libraries

=7-%-1
» Optimized performance libraries for threading, math, Intel® Integrated Performance TOOLKIT

data analytics, deep learning, and video/image/signal Primitives - Intel® IPP
processing

Learn More: intel.com/oneAPI-BaseKit inteL



https://software.intel.com/content/www/us/en/develop/tools/oneapi/hpc-toolkit.html

Intel” one AP
DPC++/C++ Compiler

Parallel Programming Productivity & Performance

oneAP| DPC++/C++ Compiler and Runtime

mpiler t liver uncompromi rallel programmin

Co pile _ode er uncompromised parallel progra g S

productivity and performance across CPUs and

accelerators

» Allows code reuse across hardware targets, while permitting custom tuning for a CIang/LLVM
specific accelerator

» Open, cross-industry alternative to single architecture proprietary language

DPC++ is the one APl implementation of Khronos SYCL DPC++ Runtime

= Delivers C++ productivity benefits, using common and familiar C and C++
constructs

» SYCLis a Khronos Group standard to support data parallelism and
heterogeneous programming

Builds upon Intel’'s decades of experience in architecture
and high-performance compilers

There will still be a need to tune for each architecture. intel 29



Intel” DPC++ Compatibility Tool

Minimizes Code Migration Time

Intel DPC ++ Compatibility Tool Usage Flow

Assists developers migrating code written in
CUDA to SYCL once, generating human

90-95%
readable code wherever possible Transformed
(11|
_ . 1
~90-95% of code typically DRYEgEErE mE=
. . 1 CUDA %
migrates automatically Source Code R
Inline comments are provided to help ComTpatiIbility
o]}

developers finish porting the application

TIntel estimates as of September 2021. Based on measurements on a set of 70 HPC benchmarks
and samples, with examples like Rodinia, SHOC, PENNANT. Results may vary.

Complete Coding &
Tune to Desired
Performance

Human Readable
SYCL code with inline
Comments

SYCL
Source Code

intel. =



Intel” one API DPC++ Library

Accelerate DPC++ Kernels on Intel CPUs, GPUs & FPGAs

Optimized C++ Standard Algorithms

Contains 75 parallelized C++17 algorithms and utilities for efficient application development and deployment on a variety of hardware.

Based on parallel libraries that C++ developers are already familiar with

Incorporates popular libraries Parallel STL and Boost. Compute for easier developer adoption.

Integrated with Intel® DPC++ Compatibility Tool

Complements all oneAPI DPC++ components to simplify migration of developers’ CUDA* code to DPC++ code.

intel. =2



Intel” one API Deep Neural Network Library

Deliver High Performance Deep Learning

Helps developers create high performance
deep learning frameworks

Abstracts out instruction set & other
complexities of performance optimizations

Same API for both Intel CPUs and GPUs, use
the best technology for the job

Supports Linux, Windows

Open sourced for community contributions

intel. s



Intel” oneAPI Video Processing Library

Boost Media Performance

Boost media and video application
performance with hardware-accelerated
codecs and programmable graphics on
Intel CPUs and GPUs

Simple API that works the same on CPU
and GPU

Using the API, developers have full control
over codec visual quality and performance

intel.



Intel” one AP Collective Communications Library

Optimize Communication Patterns

Provides optimized communication patterns for
high performance on Intel CPUs & GPUs to
distribute model training across multiple nodes

Transparently supports many interconnects,
such as Intel® Omni-Path Architecture,
InfiniBand, & Ethernet

Built on top of lower-level communication
middleware-MPI & libfabrics

Enables efficient implementations of collectives
used for deep learning training-all-gather, all-
reduce, & reduce-scatter

oneCCL

Intel® Software
3rd party software

— API/Control =%

Driver
/Kernel

Hardware

Data —»

Deep Learning
Framework

OFlI
API

v

L|bfabr|c

(Open Fabrics Interface)

oneCCL API

oneCCL
MPI

Collectlve

v
OFI o
AP Intel® MPI Library

o

#*

‘ Network ’
]

L,

SPIR-V &
LevelO

DPC++ Runtime

driver

intel. 3



Intel” VTune" Profiler
DPC++ Profiling—Tune for CPU, GPU & FPGA

Analyze SYCL code

See the lines of SYCLthat consume the most time

Tune for Intel CPUs, GPUs & FPGASs

Optimize for any supported hardware accelerator

Optimize Offload

Tune OpenMP offload performance

Wide Range of Performance Profiles

CPU, GPU, FPGA, threading, memory, cache, storage...
Flame graph display improves visualization of hot spots

Supports Popular Languages
SYCL, C, C++, Fortran, Python, Go, Java, or a mix

There will still be a need to tune for each architecture.

| Assembly = & 6" b | b D
% GPU Instructions Executed by Instruction T__ !
Source # Control Flow B Send & Wait
0 Int32 & SP Float @ IntG4 & DP Float @ Other
158 dx = ptr[jl.poes[0] - ptr[i].pos[0] 75,002,500 @O D
159 dy = ptrljl.pos[l] - ptr[i].pos[l] 12,500,000
160 dz = ptr[jl.pes[2] - ptr[i].pos[2] 12,500,000
161 '
162 distanceSgr = dx%dx + dy*dy + dz¥*d 87,500,000 I DD
163 distancelInv = 1.0 / sgrt(distances 12,500,000 @
164
165 | ptrlil.accl0] +=dx * G * ptr(jl.m 162503750
166 ptrlil.acc[l] += dy * ¢ * ptr[il.mnd| 150,000,000 DD
167 ptrlil.acc[2] += dz * ¢ * ptr[j].m{| 150,000,000 (DD D
GPU System

GPU Execution
Units Array

163.66 GB/s Total &

CPU

Utilization: 24.5%

Images above show analysis of SYCL code and GPU Offload profiling.

intel.
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Intel” Advisor

Design Assistant—Design for Modern Hardware

Offload Advisor

Estimate performance of offloading to an accelerator

Roofline Analysis
Optimize CPU/GPU code for memory and compute

Vectorization Advisor

Add and optimize vectorization

Threading Advisor

Add effective threading to unthreaded applications

Flow Graph Analyzer

Create and analyze efficient flow graphs

There will still be a need to tune for each architecture.

Top Metrics

| 3.3x

Speed Up for Accelerated Code

Program Metrics

Qriginal
Accelerated

2 | 3.3x

Amdahl's Law Speed Up

® 1 100%

Fraction of Accelerated Code

| 2

Number of Offloads

23.30s |
7.00s

- Program Time on Host. . 0s Target Platform Gend GT2
& SN m Mon Accelerated Time 0s  Number of Offlcads 2
,-" u W Time in MPI calls 0s  Speed Up for Accelerated Code 3.3x
\ ] m Time on Target 7.00s  Amdahl's Law Speed Up 3.3x
’ Fraction of Accelerated Code 100%
GPU Roofline Insights || 53.0% 99.4% 1.639 (@) ()
EESNRY G-u Rootine Regons RIRE Rg FPU Utiization @ EU Threading Occupancy @ EU IPC Rate NN
GPU Roofline Details GPU Source GI
kQ cls » Y INT.CARM; GTI (Memory) v ¢! Compare v | /* Guidance v i
Matrix1<fioat>
‘ch v Point Info
| A 43678, < Matrixi<float>
™ I S S Er s e ey 116 Vertor Add Posk: {{J&’HQ‘T‘, Sen Porfommancs: 45,005 GINTOPS SUMMARY
O
S:;Eups?d Time: 0.450 & Elapsed Time Ll
Self Memory Traffic: 0.835 GB 0.15s GFLOPS  14.30
Work Size Local
1024x1024  256x1
100 4
- ROOFLINE
704 Copy To Clptoard
i v Memory Metrics & < Bounded by Int32 Vector Add Peak
Impacts ¥
40 L3 jo— 35%
| GTl - 14%

Shares @

&) 1315268 Sl
en 083568 .

4

INTOP/Byte (artrmeto Intensty)

04 07 1
Self Elapsed Time: 0.150 s
GPU

Compute Task

[Outside any task]

zeCommandListAppendBarrier

4 7 10
GPU Compute Performance « Work Size «
EopsedT™e  Griops  GNTOPS  FPA INTAL  GFLOP  GINTOP Giobal Local Copliposa " Compue Task
32135 0,000 0000 0.000 0.000 0.000 0000 [Unknown) 0s
0.002s 0000 0000 0,000 0000 0.000 0000 Transfer Out  0.002s
0.000s 0.000 0.000 0.000 0.000 0.000 0.000 Synchroniz. 0.000s
[0150s | 14208 45095 2573 8114 | 2147 | 6773  1024x1024  256x1  Compute 0150s

intel.
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Intel” Distribution of GDB

Data Parallel C++ Debug—Heterogeneous Application Debug

High-level language debug support

[& ] oeoug
1% Debug 1T I Project Explorer

[E] Sepia_Filter Debug

w ElSepia_Filter Debug [C/C++ Application]
w Hsepia [12598] [cores: 2,6,7]

¥ & Thread #1 [sepia) 12598 [core: 2] (Suspended : Breakpo

Multiple accelerator support:
Intel CPU, GPU, FPGA emulation

= Disassembly H

Auto-detect accelerator architecture
during application runtime

* DBDODBOGDOAISASE
OBOEOBOGa04 254ef 1
DGORIRIGA0425412
1= R PR TR
OBOEBB0G004 25418
DRDE0R0B004254 fe
OBOEHBOGOBATISAT
OBOGAB0GA64 25585 :
DDPDPOD0R425508
BEOBBOGAGA TS50
BP0MIR00e425510:
BPDRBROBIR4I5515:

&3
Ll ililiilira A EH
BRNR0BOB0B42551d:
OBOEBBOGOG4 5520
DPDMDROpEE429523:
72
OBOGHBOGA64 15528
DDPDPOB0R42552d:
BEOBOBOGOBATE5I1;
BE0RRR0G06425534:
DPDNROBNREI553T
OBOEHBOGOB4 I3

Non-proprietary open-source solution
based on GDB

-]
OBDBBB0B004 25531 :

sepia_impll) at sepia_dpcpp.cpp:70 Ox425dec
= main() at sepia_dpepp.cppi2d Ond2Sdec
b #Thread #2 [sepia] 12607 [core: ] (Suspended : Cantain
b #Thread #3 [sepia) 12634 [core: 7] (Suspended : Containg
ol foptfintelfinteloneapi/debugger/latest/gdb fintel &4 bin/s

dst_image[i + ] = w;

povss  -BxbE(%rbp) , med
BOY -Bul@(%rbp) , vrax
BV -Bx14{%rbp) , ecx
add -Gub4 (%rbp), Secx

movslg %eecx,%rdx

povss  xmed, (%rax, Nrdx 4)
for (int j = 8; j = 4; ++j) {
BOY -BuB4 (Nrbp) , ecx

Wi T =0 [ sepia_dpepp.cpp B
49

=0

Enber lacationhers = € bEErie 7

BoV -8x64 (%rbp) , veax =

shl $0x2, %eax

add -Bxbc{Nrbp) , veax

movilg  eax,vrex

movss  -0uba(%rbp,%rcx, 4], %

BOY -8B %rbp) Nrcx

Bo¥ -Gxld(%rbp) , Seax

add =Bwbc{%rbp), Yeax

movslg “eeax,%rdx

Bulss  (%rex,%rde,4), Nxaed

addss  -Gub&(%rbp) , kxmed

Bovss  oxmsd, 068 (%rbp)

for (int k= 0; k < 4; ++k)

B -Bxbc{%rbp) , veax

add S0xl, heax

oY Seax, -Bxbe (%rbp)

jmpqg  Bx4254e? <main(int, ch

BrO- U dS S Al -

=0

[ ot =R W S =Tk =k Quick Access

=ik ]
= Variab 2 % Break & Expre A Modul =0
f able to tind the full call graph autematically. r WE s ©
5 inline as calls are expensive GPU o

iotes: Hame Type: Value
coeffs ca ction, but still must be constant ¥ ® sre_image float*  Ox7FFfobaloi0
he address space for the two )
Lization for particular address space F ® dst_image float* | Ox7fffecbaz010
1 i car k| int o
Se=_ attribute_ (({always inline)) -k int o
57 static void sepia_implifloat *src_image, float *dst image, int i) {
56 const float coeffs[] = W float | &
59 { e.2f, 8.3f, 6.3F, g.8f, L] int o
&0 a.1f, 8.5f, a.5f, a.of,
&1 8.31, 611, 811, 6,81, * L coeffs const ik OxTAAFAFFFb&bo
&2 a.af, 9.8f, a.8f, 8.af }; = poeffs[0] const i 0200000003
63 = coeffs[1] const i 0300000012
& "= .
{.4 i "= CHANNELS_PER PIXEL; wecoeffs(2] | constfl 030000012
66 for iint § = 8; § < 4; ++j) { s coeffs]3] comstfl O
2{ fleat w = 8.6f; = poefifs[4] const i 0100000001
62 for (int k = 0; k < 4; ++k) { thcoelfsls] | constfy 05
o 7o w 4= coeffs[4 * j & k] * src_image[i + kI; v coefifs[6] constfli 05

P P

Name : coeffs

I Details:{0.200000003, @, 300000012, 0.30000
T4} Default @xT1i71 {11 bELO

TS Decimal i 148737488337872

76 ff Few useful acromyms; "using namespace cl::sycl;" also helps. Hex:Bx7ff{f{ffbBbD

77 comstexpr auto sycl read = cl::sycl::access: :mode: :read; Binary:1111111101011102100101101110 0000811
T8 comstexpr auto sycl write = cl::sycliiaccess::mode:iwrite; Octal:Q3TT7ITITITI34260

79 constexpr aute sycl global buffer = ¢l::sycl::access::target::global buffer;

dst_imageli # j] = w;
}

81= s/ This is alternative (to a lasbdal representation of a S¥CL kernel
© Console Uil Registers *] Problems Q) Executables [ Memory | @ Debugger Console 5 | 0 DPCs+ Compatibility Tool

Sepia_Filter Debug [C/C++ Application] fopt/intelfinteloneapifdebugger/latest/gdb/intelsd /binfgdb-oneapi (8.3)

BB~ =0

Thread 1 “sepia® hit Breakpoint
eeBx7fffechazale, i=B) at
dp p: T

w 4= coeffs[4 =

re_image=fx7ffffobalnle, dst

wrkspace/Sepia Filter/src/

home

70
{gab) |

j o+ k] * src_image[i + k]:
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oneAP| for FPGA

SYCLCoding for Spatial Architecture

For Experienced FPGA Developers

Fase of Use

Experienced FPGA users can take advantage of a streamlined programming model
using Data Parallel C++

Real Time Processing

Process data faster with deterministic low latency and high throughput

Runtime Analysis Support

Collect profiling data at runtime to analyze CPU and FPGA interaction with
Intel® VTune™ Profiler

Device Specific Optimizations

One-day class provides experienced FPGA developers training to begin optimizing
oneAPI code for FPGA

Direct Programming

Functional
Iterations

Emulation to the CPU

Architectural

Reports Generation lterations

FPGA Bitstream Compilation

Custom Solutions

intel.
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®
Intel® oneAPI Tools for HPC Intel® one API Base & HPC Toolkits

Intel” one AP
n e O n e Direct Programming API-Based Programming Analysis & debug Tools
HPC Toolkit

Intel® MPI Library Intel® Inspector

. . Intel® oneAPI DPC++ Library Intel® Trace Analyzer
. . . Intel® Fortran Compiler Classic

Deliver Fast Applications that Scale oneDPL & Collector
What IS |t? Intel® Fortran Compiler Intel® one APl Math Kernel o

(Beta) Library - oneMKL Intel® Cluster Checker
A toolkit that adds to the Intel® oneAPI Base Toolkit for
building high-performance, scalable parallel cod.e on Intel® OngAP| FTPC"*/C** Intel® E_f;eAF" DataDTflytiCS Intel® VTune™ Profiler
C++, Fortran, SYCL, OpenMP & MPI from enterprise to omptier lorary - one
cloud, and HPC to Al applications. ) .

Intel® DPC++ Compatibility Tool Intel® oneAP! Threading Intel® Advisor
. o Building Blocks - one TBB
Who needs this product”
T Intel® oneAPI Video Processing T
® ®

= OEMs/ISVs Intel® Distribution for Python Library - oneVPL Intel® Distribution for GDB

=  C++, Fortran, OpenMP, MPI Developers :
P P Intel® FPGA Add-on Intel® ongAEI Collgctlve
: Communications Library
. L for oneAPI Base Toolkit cCL
Why is this important? e

Intel® oneAPI Deep Neural
= Accelerate performance on Intel® Xeon® & Core™ Network Library - oneDNN

processors and Intel accelerators

1 HPC
Intel® Integrated Performance TOOLKIT

= Deliver fast lable, reliabl rallel with | ® it +
eliver fast, scalable, reliable parallel code ess B ter® oneAPI HPC Toolkit vl s onéAPT

effort built on industry standards . Intel® one API Base Toolkit

Learn More: intel.comloneAP|—H PCKit Back to Domain-specific Toolkits for Specialized Workloads intel 41



https://software.intel.com/content/www/us/en/develop/tools/oneapi/hpc-toolkit.html

Deliver Fast HPC Applications that Scale

Customer Use Cases — Intel® oneAPI Base & HPC Toolkits

1 BASE 1 HPC
TOOLKIT TOOLKIT

oneAPT onelPT

SAMPLE USE CASES & PROOF POINTS

Argonn;: 4

% 'ENEI1GY

(inte) ==

Intel oneAPI tools help prepare code for Aurora. Zuse Institute Berlin (ZIB) ported the easyWave

Aurora, Argonne Leadership Computing Facility’s tsunami simulation application from CUDA to
Intel-HPE/Cray supercomputer, will be one of the Data Parallel C++ (DPC++) delivering performance on
U.S.’s 1st exascale systems Intel CPUs, GPUs, FPGAs, & Nvidia P100

Acceleration for HPC & Al Inferencing Texas Advanced Computing Center (TACC)
CERN, SURFsara, and Intel are investigating approaches Frontera SuperComputer Visualization & Filesystem Use
driving breakthrough performance on simulations used  Cases Show Value of Large Memory Fat Nodes on Intel®
in scientific, engineering, and financial applications*. Xeon® processors & Intel® Optane Persistent Memory*

Learn more: oneAPI Discussions with HPC Thought Leaders Video [2.20]
*Uses Intel® oneAPI Rendering Toolkit

Intel does not control or audit third-party data. You should consult other sources to evaluate
accuracy. For workloads and configurations visit www.Intel.com/Performancelndex. Results may vary.

Accelerating Google Cloud for HPC
C2 provides great performance for HPC workloads: 40% higher
performance/core. Runs on Intel” Xeon® processors + AMD,
optimized by Intel” oneAPI Base & HPC Toolkits. Video
Video | Podcast

University of Stockholm/KTH
GROMACS, a simulation application used to design new
drugs, was optimized by oneAPI. CUDA code was migrated
to oneAPI to create new cross-architecture code targeting
Intel CPUs and multiple accelerators.

intel.
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https://www.alcf.anl.gov/news/intel-s-oneapi-provides-tools-prepare-code-aurora
https://www.intel.com/content/www/us/en/developer/videos/accelerate-workloads-google-cloud-oneapi-toolkits.html?wapkw=google%20cloud%20video#gs.jamut4
https://open.spotify.com/show/4NxoxCszSn86jSyMQOU4Ig
https://www.hpcwire.com/2021/02/02/visualization-and-fs-use-cases-show-value-of-large-memory-fat-nodes-on-frontera/
https://www.kth.se/en
https://techdecoded.intel.io/big-picture/oneapi-why-should-you-care/#gs.f1u1p8
https://techdecoded.intel.io/big-picture/oneapi-why-should-you-care/#gs.f1u1p8
http://www.intel.com/PerformanceIndex

Intel” one AP
Al Analytics Toolkit

Accelerate end-to-end Al and data analytics
pipelines with libraries optimized for Intel®
architectures

Who Uses [t?

Data scientists, Al researchers, ML and DL developers,
Al application developers

Top Features/Benefits

= Deep learning performance for training and inference
with Intel optimized DL frameworks and tools

» Drop-in acceleration for data analytics and machine
learning workflows with compute-intensive Python
packages

intel

Al
ANALYTICS

oneApI  TOOLKIT

Learn More: software.intel.com/oneapi/ai-kit

Intel® one API Al Analytics Toolkit

Deep Learning Machine Learning

Intel® Optimization for TensorFlow Intel® Extension for Scikit-learn Intel-optimized XGBoost
Intel® Optimization for PyTorch

Intel® Neural Compressor Data Analytics
Model Zoo for Intel® Architecture Intel® Distribution of Modin OmniSci Backend

Intel-optimized Python

Data Parallel

HEceu 310

GPU

Hardware support varies by individual tool. Architecture support will be expanded over time.

Get the Toolkit HERE or via these locations

Back to Domain-specific Toolkits for Specialized Workloads intel
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https://software.intel.com/en-us/oneapi/ai-kit
https://software.intel.com/content/www/us/en/develop/tools/oneapi/download.html#aikit
https://intelsoftwaresites.secure.force.com/devcloud/oneapi
https://software.intel.com/content/www/us/en/develop/articles/installation-guide-for-intel-oneapi-toolkits.html
https://hub.docker.com/r/intel/oneapi-aikit
https://software.intel.com/content/www/us/en/develop/articles/oneapi-repo-instructions.html
https://software.intel.com/content/www/us/en/develop/articles/installing-ai-kit-with-conda.html

Achieve End-to-End Performance for Al Workloads—Customer Use Cases

Accelerate Training + Inference - Most are optimized by Intel® oneAPI Al Analytics Toolkit
May also use Intel® Distribution of OpenVINO™ toolkit & Intel® one API Base Toolkit, or Intel® one APl Rendering Toolkit

SAMPLE USE CASES & PROOF POINTS > View More Case Studies

Accrad Al-based Solution Helps
Accelerate Lung Disease Diagnosis —
Acceleration for training + inference

AbbVie Search Model Performance

Questions per second

C

)
Standard TensorFlow 1.15 OpenVINO toolkit 2020.3

AbbVie Machine Translation Solution

7

Acceleration for HPC & Al Inferencing

accelerates natural language processing

inference models using processor
optimized capabilities

Optimized by Intel” oneAPI Analytics Toolkit &
Intel’ Distribution of OpenVINO™ toolkit

O Asialnfo
b T

Asialnfo Al-based Solution
optimized the Al end-to-end
workflow for performance, and helps
Accelerate 5G Network Intelligence

Bentley Motors Limited's Car

Configurator uses real-time, accurate,
visualization & Al for 1.7M+ rendered
images in providing options to
customers.

PR | Video | Demo | Session

- CERN, SURFsara, & Intel are driving
breakthrough performance on
scientific, engineering, and financial
simulations. Includes strong inference
benchmark.

LAIKA Studios & Intel Join Forces to
Expand What's Possible in Stop-
Motion Filmmaking — decreases
production time by transitioning
manual work to Al-based processing
Article | Video

Al Machine 3D Imaging — For many
machine learning & Al tasks, Daspatial
achieved significant performance
improvements. The company is a
design win — moving from Nvidia HW
to Intel's, HW, & successfully migrated
CUDA code to DPC++.

KFBIO Al-based Solution Helps
Accelerate Tuberculosis Diagnosis
demonstrating Intel inference
performance leadership

N § = S LTI V. .' T
e W WS, \;‘ JH :
Intel & Facebook Accelerate
PyTorch Performance on training
workloads using Intel® Deep
Learning Boost on 3rd gen Intel®
Xeon® Scalable processors

RO
Solution Brief }lntel o RedHat

A
A

Optimizing Data Science Workflows with
oneAPI Al Analytics and OpenVINO™ Toolkits

Red Hat Optimizing Data Science
Workflows

Red Hat Optimizing Data Science
Workflows

Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.
One Intel Software & Architecture (OISA)
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https://software.intel.com/content/www/us/en/develop/tools/oneapi/ai-analytics-toolkit.html
https://www.intel.com/content/dam/www/public/us/en/documents/solution-briefs/accrad-chexrad-devcloud-lung-diagnosis-app-solution-brief.pdf
https://newsroom.intel.com/news/abbvie-intel-ai-tech-improve-research-translations/#gs.u6idrp
https://www.nextplatform.com/2021/02/01/cern-uses-dlboost-oneapi-to-juice-inference-without-accuracy-loss/
https://builders.intel.com/docs/aibuilders/m-tuberculosis-detection-with-intelr-ai.pdf
https://www.bentleymedia.com/en/newsitem/1119-the-future-of-digital-craftsmanship-bentleys-intelligent-configurator
https://www.youtube.com/watch?time_continue=2&v=7VBcMGDzSkA&feature=emb_logo
https://www.youtube.com/watch?v=hAEAu6DVySM&feature=emb_logo
https://www.youtube.com/watch?v=g1Gs0ORbpcg&feature=emb_logo
https://www.fastcompany.com/90537494/how-movie-studio-laika-and-intel-are-revolutionizing-stop-motion-animation-with-ai
https://www.fastcompany.com/90537494/how-movie-studio-laika-and-intel-are-revolutionizing-stop-motion-animation-with-ai
https://www.youtube.com/watch?v=mC9jNhWfFQo
https://www.intel.com/content/www/us/en/artificial-intelligence/posts/intel-facebook-boost-bfloat16.html
https://www.intel.com/content/www/us/en/internet-of-things/ai-in-production/partners/documents/red-hat-optimizing-data-science-solution-brief.html

Render Your Vision in Highest Fidelity
®
Intel” one AP

Rendering Toolkit

Powerful Libraries for
High-Fidelity Visualization Applications

= Deliver high-performance, high-fidelity visualization applications
on Intel® architecture

» Create amazing visual, hyper-realistic renderings via ray tracing
with global illumination

= Access all system memory space to create renderings using the
largest data sets

=  Flexible, cost efficient development using open source libraries

Intel® Embree 2021 Awards

Eurographics Symposium on Rendering

SEEENTIFIC Award recipients:

Sven Woop, Carsten
Intel Embree T TECHNICAL Benthin, Attila Afra,
RUVARDS Manfred Ernst, &
Ingo Wald
Software Award 2021 A
EuroGraphics Symposium on ~ Academy Award® Technical

Rendering - Software Award Achievement Award

1 Avengers: Infinity War - Digital Domain, Marvel Studios, Chaos Group V-Ray

2 Scene courtesy of Frank Meinl

3 Model from Leigh Orf at University of Wisconsin. For more tornado visualization, visit Leigh Orf's site

4 Smoke volume, data courtesy OpenVDB example repository

5 Moana Island Scene, Walt Disney Animation Studios , publicly available dataset: 15fps+,~160 billion prims

Intel oneAPI Rendering & Ray Tracing Libraries

Intel® Embree

High-Performance, Feature-Rich Ray Tracing &
Photorealistic Rendering

Intel® Open Image Denoise

Al-Accelerated Denoiser for Superior Visual
Quality

Intel® OpenSWR

High-Performance, Scalable, OpenGL*-
Compatible Rasterizer

Intel® Open Volume Kernel Library
Render & Simulate 3D Spatial Data Processing

Intel® OSPRay

Scalable, Portable, Distributed Rendering API

Intel® OSPRay Studio

Real-time rendering through a graphical user
interface with this new scene graph application

Intel® OSPRay for Hydra

Connect the Rendering Toolkit libraries to
Universal Scene Description Hydra Rendering
subsystem via plugin

RENDERING
TOOLKIT

Learn More: oneAPI

Back to Domain-specific Toolkits for Specialized Workloads intel
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Intel” one AP| Rendering T oolkit

Render Your Vision in Highest Fidelity: Your Open Path to Advanced Ray Tracing

1 RENDERING

_IENTIFIC
CHNICAL

TOOLKIT

one&API

1
Intel” Embree

SAMPLE USE CASES & PROOF POINTS > View more case studies

Stephen Hawking Centre for
Cosmology Visualizes Cosmos

Physics

Chaos Group
Case Study | Video [2:22] | Session

pl

Maxon’s Cinema 4D Enhances CG

Workflows with Al-Trained Denoising

Bentley Motors Limited's Car
Configurator uses visualization & Al

17:42

Case Study | Session CG Workflow
[7:03] | Tutorial Scene Creation/3D
Scans [16:33]

for 1.7M+ rendered images
PR | Video [2:31] | Demo [6:58] |
Session [10:37

For The Addams Family 2, Cinesite gained
10% to up to 25% efficiency in rendering.

NETFLIX

-~

Path‘ tﬁracingr

Tangent Studios gained 5X-6X
reduction in renders using Intel®

Embree & Al-based Intel’ Open
Image Denoise

Video [2:35

Texas Advanced Computing Center

Mercenaries Engineering is delivering Al-

(TACC) Frontera SuperComputer
Visualization & Filesystem Use Cases
Show Value of Large Memory Fat
Nodes

based Animation & VFX through its
production-ready tools and improved
rending times by up to 138% in renders.*

View a Customer Showcase Reel

Video 2:34]

TCourtesy Baozou Production in association with Tangent Animation using Blender with Intel® Embree. Media courtesy of Netflix, Inc. Now streaming on Netflix. Netflix subscription required.

*See slide notes for configuration details.

Refer to software.intel.com/articles/optimization-notice for more information regarding performance & optimization choices in Intel software products.

For workloads and configurations visit www.Intel.com/Performancelndex. Results may vary. Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy. .

intel.


https://software.intel.com/content/www/us/en/develop/articles/sdp-case-studies.html
https://software.intel.com/content/dam/develop/public/us/en/documents/stephen-hawking-centre-case-study.pdf
https://www.intel.com/content/dam/www/public/us/en/documents/case-studies/chaos-case-study-v11.pdf
https://www.intel.com/content/dam/www/public/us/en/documents/case-studies/chaos-case-study-v11.pdf
https://www.youtube.com/watch?v=IsrFh6nIvLM&feature=emb_logo
https://www.youtube.com/watch?v=nvSTsCNoGv0&feature=emb_logo
https://software.intel.com/content/dam/develop/external/us/en/documents/pdf/intel-cinema4d-v10.pdf
https://www.intel.com/content/dam/www/public/us/en/documents/case-studies/chaos-case-study-v11.pdf
https://www.youtube.com/watch?v=iH4EiYAudqM&feature=emb_logo
https://www.youtube.com/watch?time_continue=2&v=xKtXSu0tIx4&feature=emb_logo
https://www.youtube.com/watch?v=nvSTsCNoGv0&feature=emb_logo
https://www.youtube.com/watch?time_continue=2&v=7VBcMGDzSkA&feature=emb_logo
https://www.bentleymedia.com/en/newsitem/1119-the-future-of-digital-craftsmanship-bentleys-intelligent-configurator
https://www.youtube.com/watch?time_continue=2&v=7VBcMGDzSkA&feature=emb_logo
https://www.youtube.com/watch?v=hAEAu6DVySM&feature=emb_logo
https://www.youtube.com/watch?v=g1Gs0ORbpcg&feature=emb_logo
https://www.youtube.com/watch?time_continue=6&v=Fe1SJt6Sgh4&feature=emb_logo
https://youtu.be/jANGeb-n-wY
https://www.youtube.com/watch?v=pjAXT9NGUBU&feature=emb_logo
http://software.intel.com/en-us/articles/optimization-notice
http://www.intel.com/PerformanceIndex
https://www.youtube.com/watch?v=pjAXT9NGUBU&feature=emb_logo

Intel® oneAPI Tools forloT

Intel” loT Toolkit

Accelerate development of 0T applications
for smart, connected devices that run at the
networks edge

Who Uses It7?

A broad range of application developers creating
highly reliable 1oT devices running on Intel CPUs,
GPUs, & FPGAs

Top Features/Benefits

Leverage more cores & built-in technologies in
Intel® architecture-based platforms through
optimized compilers & libraries

Easily connect sensors to devices, and devices to
cloud with 1oT Connection Tools

Speed development & maintenance of Yocto
Project platform projects

Develop with confidence with powerful analysis
tools to identify threading, memory & offloading
optimization opportunities

DPC++ compatibility tool helps migrate existing
code written in CUDA

Learn More: intel.com/oneAPI-loTKit

Direct Programming

Inte

Linux Kernel Build Tools

Intel® oneAPI DPC++ /C++

Intel® DPC++ Compatibility Tool

Intel® Distribution for Python

|® C++ Compiler Classic

Eclipse IDE

Compiler

Intel oneAPI Tools for loT Development

API-Based Programming

loT Connection Tools

Intel® oneAPI DPC++ Library
oneDPL

Intel® oneAPI Math Kernel Library
oneMKL

Intel® oneAPI Data Analytics
Library - oneDAL

Intel® oneAPI Threading Building
Blocks -oneTBB

Intel® oneAPI Video Processing
Library - oneVPL

Intel® one API Collective

Intel® FPGA Add-on

for oneAPI Base Toolkit

. Intel® one API Base Toolkit +

Communications Library
oneCCL

Intel® oneAPI Deep Neural
Network Library - oneDNN

[ tero oneAPI 10T Toolkit +

Intel® Integrated Performance
Primitives — Intel® IPP

Back to Domain-specific Toolkits for Specialized Workloads intel
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Analysis & debug Tools

I® Inspector

Intel® VTune™ Profiler

Intel® Advisor

Intel® Distribution for GDB
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Accelerate Development of Smart, Connected Devices

Customer Use Cases

May be optimized one or a combination of the Intel® oneAPI Base, lo T, & Al Analytics

Toolkits, & Intel® Distribution of OpenVINO™ toolkit

oneAPI

SAMPLE USE CASES & PROOF POINTS

Samsung Medison Uses oneAPI to Power United Imaging Successfully Ported Code
Obstetric Ultrasound Systems Written in CUDA to oneAPI

Intel” oneAPI| Base Toolkit & Intel” Distribution of United Imaging develops advanced medical
OpenVINO™ toolkit, powered by oneAPI, help products covering the entire process of
accelerate image processing at the edge for imaging diagnosis and treatment; and offers
consistent measurement accuracy & improved innovative medical IT solutions. It used Intel
workflows. oneAPI Base Toolkit for code migration and

Intel PR News Byte Sept, 10, 2020 | Video [1,45]  °Ptmizations.

Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

AbbVie Search Model Performance

2 17.9

Standard TensorFlow 1.15 OpenVINO toolkit 2020.3

Optimized by Intel” oneAPI Analytics Toolkit &
Intel” Distribution of OpenVINO™ toolkit

Accrad Al-based Solution Helps Accelerate

Lung Disease Diagnosis — Acceleration for
training + inference.

Learn more in the solution brief

AbbVie Machine Translation Solution
accelerates natural language
processing inference models using
processor optimized capabilities.

intel.


https://software.intel.com/content/www/us/en/develop/tools/oneapi/base-toolkit.html
https://software.intel.com/content/www/us/en/develop/tools/openvino-toolkit.html
https://newsroom.intel.com/news/intel-ai-powers-samsung-medisons-fetal-ultrasound-smart-workflow/#gs.uxkccb
https://youtu.be/XBJVr5MzfBM
http://www.united-imaging.com/en/home/
https://software.intel.com/content/www/us/en/develop/tools/oneapi/base-toolkit.html
https://www.intel.com/content/dam/www/public/us/en/documents/solution-briefs/accrad-chexrad-devcloud-lung-diagnosis-app-solution-brief.pdf
https://www.intel.com/content/dam/www/public/us/en/documents/solution-briefs/accrad-chexrad-devcloud-lung-diagnosis-app-solution-brief.pdf
https://newsroom.intel.com/news/abbvie-intel-ai-tech-improve-research-translations/#gs.u6idrp

Intel” Distribution of OpenVINO™ toolkit OpenVIN®

Powered by oneAPI

Deliver High-Performance Deep Intel® Distribution of OpenVINO ™ toolkit
Learning Inference

A toolkit to accelerate development of high-performance
deep learning inference & computer vision in vision/Al Intel® Deep Learning Deployment Toolkit Optimized Libraries & Code Samples

applications used from edge to cloud. It enables deep

learning on hardware accelerators & easy deployment Model Optimizer ﬁ Inference Engine OpenCV OpenVX Sample
® Convert & Optimi .' Optimized Inf

across Intel CPUS’ GPUS’ FPGAS’ VPUs. i P PHEECINEIEnce For Intel CPU & GPU/Intel® Processor Graphics

IR = Intermediate Representation file

VWho needs this product?

= Computer vision, deep learning software developers

* Data scientists 40+ Increase Media/Video/Graphics Performance
Model
. .
OEMs, ISVs, System Integrators Plr\r/letramled Samples Downloader Intel® Media SDK OpenCL™ Drivers
odels Open Source Version & Runtimes

Usages For GPU/Intel® Processor Graphics
Deep Learning Workbench

Open Model Zoo

Security surveillance, robotics, retail, healthcare, Al,

Optimize Intel® FPGA (Linux* only)

) . . - $
office automation, transportation, non-vision use cases
(speech, NLP, Audio, text) & more Calibration] Model |Benchmark] Accuracy |  Aux. FPGA RunTime Environment
‘ Tool Analyzer App Checker [Capabilities| (from Intel” FPGA SDK for Bitstreams
- OpenCL™)

'\ VISION
Edge Al & ‘ PRDDUGT

Vision Alliance OF THE YEAR
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Notices & Disclaimers

Performance varies by use, configuration and other factors. Learn more at www.Intel.com/Performancelndex. Results may vary.

Performance results are based on testing as of dates shown in configurations and may not reflect all publicly available updates. See backup for configuration details.
No product or component can be absolutely secure.

Slide 50 - Texas Advanced Computing Center (TACC) Frontera references
Artlcle HPCWire: Visualization & Filesystem Use Cases Show Value of Large Memory Fat Notes on Frontera.

wreda. glthub |o[gapers[a55|se -0sdi20.pdf
KFBIO

KFBIO m. tuberculosis screening detectron2 model throughput performance on 2nd Intel® Xeon® Gold 6252 processor: NEW: Test 1 (single instance with PyTorch 1.6: Tested by Intel as of 5/22/2020. 2-socket 2nd Gen Intel® Xeon®
Gold 6252 Processor, 24 cores, HT On, Turbo ON, Total Memory 192 GB (12 slots/16 GB/2666 MHz), BIOS: SSE5C620.86B.02.01.0008.031920191559 (ucode: 0x500002c¢), Ubuntu 18.04.4 LTS, kernel 5.3.0-51-generic, mitigated Test 2
(24 instances with PyTorch 1.6: Tested by Intel as of 5/22/2020. 2-socket 2nd Gen Intel Xeon Gold 6252 Processor, 24 cores, HT On, Turbo ON, Total Memory 192 GB (12 slots/16 GB/2666 MHz), BIOS:
SSE5C620.86B.02.01.0008.031920191559 (ucode: 0x500002c¢), Ubuntu 18.04.4 LTS, kernel 5.3.0-51-generic, mitigated BASELINE: (single instance with PyTorch 1.4): Tested by Intel as of 5/22/2020. 2-socket 2nd Gen Intel Xeon Gold
6252 Processor, 24 cores, HT On, Turbo ON, Total Memory 192 GB (12 slots/16 GB/2666 MHz), BIOS: SSE5C620.86B.02.01.0008.031920191559 (ucode: 0x500002c), Ubuntu 18.04.4 LTS, kernel 5.3.0-51-generic, mitigated.

Tangent Studios

Configurations for Render Times with Intel® Embree, testing conducted by Tangent Animation Labs. Render farm: 8x Intel® Core™ processors +hyperthread*2 + 128gig. In-office workstations: Intel® Xeon® processors HP blade c7000
chassis, with HP460 gen8 blades - 2x Intel Xeon E5-2650 V2, Eight Core 2.6GHz-128GB. Software: Blender 2.78 with custom build using Intel® Embree. For more information on Tangent's work with Embree, watch this video:
www.youtube.com/watch?time_continue=251&v=_2la4h8g3xs&feature=emb_logo

Recreation of the performance numbers can be recreated using Agent327, Blender and Embree.

Chaos Group - Up to 90% Memory Reduction for Displacement

Testing conducted by Chaos Group with Intel® Embree 2020. Software Corona Renderer 5 with Intel Embree. Up to 90% memory reduction calculated using Corona Renderer 5 with regular displacement grids per triangle of 154 bytes
versus Corona Renderer 5 with Intel Embree, which has a displacement capability grid of 12 bytes per grid triangle. (12/154 = 7.8% usage or >90% memory reduction.) Recreation of the performance numbers can be accomplished
using Corona Renderer 5 and Embree. For more information, visit the Corona Renderer Blog: blog.corona-renderer.com/corona-renderer-5-for-3ds-max-released

The Addams Family 2 - Gained a 10% to 20%—and sometimes 25%—efficiency in rendering, saving thousands of hours in rendering production time.

Testing Date: Results are based on data conducted by Cinesite 2020-21. 10% to up to 25% rendering efficiency/thousands of hours saved in rendering production time/15 hrs per frame per shot to 12-13 hrs.

Cinesite Configuration: 18-core Intel® Xeon® Scalable processors (W-2295) used in render farm, 2nd gen Intel Xeon processor-based workstations (W-2135 and -2195) used. Rendering tools: Gaffer, Arnold, along with optimizations by
Intel® Open Image Denoise.

Your costs and results may vary.
Intel technologies may require enabled hardware, software or service activation.
Intel does not control or audit third-party data. You should consult other sources to evaluate accuracy.

© Intel Corporation. Intel, the Intel logo, Xeon, Core, VTune, OpenVINO, Agilex, and other Intel marks are trademarks of Intel Corporation or its subsidiaries.
Other names and brands may be claimed as the property of others.
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http://www.intel.com/PerformanceIndex
https://www.hpcwire.com/2021/02/02/visualization-and-fs-use-cases-show-value-of-large-memory-fat-nodes-on-frontera/
http://www.intel.com/content/dam/support/us/en/documents/memory-and-storage/data-center-persistent-mem/Intel-Optane-DC-Persistent-Memory-Quick-Start-Guide.pdf
https://software.intel.com/content/www/us/en/develop/articles/introduction-to-programming-with-persistent-memory-from-intel.html
https://wreda.github.io/papers/assise-osdi20.pdf
http://www.youtube.com/watch?time_continue=251&v=_2Ia4h8q3xs&feature=emb_logo
https://blog.corona-renderer.com/corona-renderer-5-for-3ds-max-released/
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